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Abstract: Cardiovascular arrhythmia is indeed one of the most prevalent cardiac issues 

globally. In this paper, the primary objective was to develop and evaluate an automated 

classification system. This system utilizes a comprehensive database of electro- 

cardiogram (ECG) data, with a particular focus on improving the detection of minority 

arrhythmia classes. In this study, the focus was on investigating the performance of three 

different supervised machine learning models in the context of arrhythmia detection. 

These models included Support Vector Machine (SVM), Logistic Regression (LR) and 

Random Forest (RF). An analysis was conducted using real inter-patient 

electrocardiogram (ECG) records, which is a more realistic scenario in a clinical 

environment where ECG data comes from various patients. The study evaluated the 

models’ performances based on four important metrics: accuracy, precision, recall, and 

f1-score. After thorough experimentation, the results highlighted that the Random Forest 

(RF) classifier outperformed the other methods in all of the metrics used in the 

experiments. This classifier achieved an impressive accuracy of 0.94, indicating its 

effectiveness in accurately detecting arrhythmia in diverse ECG signals collected from 

different patients. 

Keywords: Arrhythmia, Electrocardiography (ECG), Machine Learning, Support Vector 

Machine (SVM), Logistic Regression (LG), Random Forest (RF). 

 

  

1 Introduction 

1.1 History 

HE heart, often considered one of the body’s most 

vital organs, is responsible for sustaining life through 

its rhythmic contractions [1]. These contractions 

generate electrical activities that can be detected and 

recorded on the body’s surface using an 

electrocardiogram (ECG) [2]. The ECG provides a 
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valuable tool for monitoring and assessing the heart’s 

electrical behavior, offering critical insights into cardiac 

health and functioning. Skin electrodes play a critical 

role in recording the electrical activity of the heart [3]. 

 
Fig. 1 Various points and intervals of a heartbeat [5]
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They reveal the functioning of each cardiac chamber 

by capturing the characteristic PQRST waves, as 

depicted in Figure 1. These waves represent the 

electrical events associated with the heart’s various 

phases, providing valuable insights into its performance 

and any potential arrhythmias or irregularities [4]. 

Arrhythmia, derived from the Greek words “a-” 

meaning without and “rhythmos” meaning rhythm, 

refers to abnormal heart rhythms that deviate from the 

normal sinus rhythm [6]. It is a prevalent cardiovascular 

disorder affecting millions of individuals worldwide. 

Over the course of history, the study of arrhythmia has 

witnessed significant developments, leading to 

advancements in diagnostic techniques and treatment 

options. Arrhythmia, a common cardiovascular disorder, 

refers to ab- normal heart rhythms that deviate from the 

normal sinus rhythm [7]. Detecting arrhythmia 

accurately and promptly is vital for effective diagnosis 

and management of this condition [8]. Over the years, 

there have been remarkable advancements in arrhythmia 

detection techniques, resulting in improved patient 

outcomes and the development of personalized treatment 

strategies [9]. 

In this section, various methods and technologies 

employed in the detection of arrhythmia will be delved 

deeper in order to provide a comprehensive 

understanding of their strengths, limitations and potential 

for further advancement. Early attempts at detecting 

arrhythmia relied heavily on clinical examination and 

patient symptoms. However, the advent of 

electrocardiography (ECG) in the early 20th century, 

discovered by Willem Einthoven, revolutionized the field 

by providing a non-invasive method for recording the 

electrical activity of the heart [10]. ECG allowed 

researchers to observe and analyze the intricate patterns 

and irregularities associated with arrhythmia, thus 

enabling a more objective assessment of cardiac health. 

As technology progressed, researchers explored 

various methods to interpret ECG signals accurately. 

This involved the development of algorithms and 

mathematical models to   analyze the complex 

waveforms present in ECG recordings. The 

identification arrhythmia types became possible, 

facilitating targeted treatment strategies and improving 

patient outcomes. 

1.2 Approach 

Electrocardiography (ECG) has played a pivotal role in 

revolutionizing arrhythmia detection [16]. By recording 

the electrical activity of the heart, ECG enables 

researchers and healthcare professionals to observe and 

analyze intricate pat- terns and irregularities associated 

with arrhythmia. Traditional methods involved visually 

analyzing ECG waveforms by skilled clinicians. While 

these methods provided valuable insights, they were 

subjective, time- consuming, and prone to human 

error. Consequently, to improve the precision and 

effectiveness of arrhythmia identification, researchers 

resorted to computer-aided techniques. 

Sl.No. Algorithm Findings Accuracy Reference 

1 SVM + RF 
A typical hybrid the use of machine learning model with low 

computational efficiency and mediocre accuracy. 77.4% [11] 

 

2 SVM+GB 
Average accuracy on a redundant dataset with just 500 entries 

and 16 classes were shown. 84.82% 
 

[13] 

3 
Random 

Forest BFS 

Having just 500 entries and 16 classes, a redundant dataset was 

employed. 
85.58% [14] 

4 OPF 

An effective classifier that works well when combined with other 

machine learning algorithms, but which needs a significant 

amount of data preparation to achieve the best results. 

 

90.6% 
[12] 

5 DNN 
A genetic algorithm with significant computing cost paired with 

a DNN 
94% [15] 

6 RF 

Presents a comparative analysis of five popular supervised 

machine learning algorithms based on RR interval based feature 

set. 
89.9% [27] 

7 
Proposed 

Deep Learning 

Approach 

An algorithm that uses the auto-encoder and clustering approach 

Which helps the training to improve faster and with less effort 
92% [28] 

8 RF 

For detecting Arrhythmia for data set comprises of 10,646 

patients and a comparison of LR and SVM method has been 

carried out. 
94% 

Present 

Work 
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Computer-aided arrhythmia detection systems have 

been developed to automate the detection process and 

improve diagnostic accuracy [17-18]. These systems 

employ algorithms and mathematical models to analyze 

ECG signals, automatically identifying and classifying 

different types of arrhythmias. Signal processing 

techniques, such as filtering, feature extraction, and 

rhythm analysis, are incorporated into these systems to 

enhance their performance. By reducing reliance on 

manual analysis, computer- aided approaches enable 

faster and more accurate detection of arrhythmia. 

Despite significant advancements, the field of 

arrhythmia detection continues to grapple with several 

challenges. Primarily, the availability of comprehensive, 

diverse datasets for the purpose of training and 

evaluating detection algorithms remain a crucial aspect 

for improving their performance and ensuring their 

generalizability across various patient populations and 

scenarios. The development of robust feature extraction 

techniques is imperative to effectively capture pertinent 

information from electrocardiogram (ECG) signals, 

thereby facilitating accurate and reliable arrhythmia 

detection [19]. Furthermore, the implementation of real-

time monitoring solutions is imperative to enable 

continuous and timely detection of arrhythmias, thus 

allowing for prompt medical interventions and 

preventive measures [20]. 

Continued research and development efforts are vital 

to addressing these persisting challenges and further 

advancing the field of arrhythmia detection. 

Nonetheless, the accurate and timely identification of 

arrhythmias holds paramount importance in the effective 

management of this cardiovascular disorder. Notably, 

the intersection of technological advancements and 

cutting-edge medical research has significantly 

contributed to refining arrhythmia detection techniques 

over time. The evolution from traditional detection 

methods to sophisticated computer-aided approaches and 

the integration of machine learning and artificial 

intelligence (AI) have collectively enhanced the 

precision and efficiency of arrhythmia detection 

procedures. Nevertheless, ongoing research endeavors 

are imperative to surmount the remaining obstacles and 

propel the field forward, ultimately leading to improved 

patient outcomes and the development of tailored, 

personalized treatment strategies. A comparison table 

has been depicted in Table I to showcase the different 

techniques used by the researchers to detect arrhythmia 

and their accuracy of work. 

1.3 Contribution 

In this comprehensive research endeavor, a meticulous 

comparative analysis of three prominent machine 

learning algorithms—Support Vector Machine (SVM), 

Logistic Regression (LR) and Random Forest (RF) - 

assessing their capabilities in accurately identifying 

various forms of arrhythmia. The investigation was 

grounded in a rich and diverse dataset, meticulously 

curated to encapsulate a wide spectrum of cardiac 

rhythm data points, ensuring a robust and nuanced 

evaluation process. 

Leveraging the powerful insights provided by 

confusion matrices, along with conducting a granular 

examination of the algorithms’ detection prowess, 

gaining valuable insights into their abilities to correctly 

classify true positive and true negative cases, as well as 

to identify false positives and false negatives. Notably, 

Fig. 2 Work flow diagram for the complete process 
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the findings unequivocally highlighted the exceptional 

performance of the Random Forest algorithm, 

showcasing a remarkable balance between the rate of 

accurately identifying true positive cases and the 

minimization of false positive cases, thus surpassing the 

other algorithms in our analysis. The Random Forest 

algorithm’s inherent capacity to adeptly handle complex, 

multi-dimensional data, along with its remarkable 

capability to discern intricate relationships within the 

dataset, unequivocally underscored its effectiveness in 

precisely identifying intricate patterns of arrhythmia. 

This pivotal study not only reiterates the indispensable 

role of machine learning in honing the accuracy of 

arrhythmia detection but also accentuates the immense 

potential of the Random Forest algorithm in advancing 

the diagnostic frontiers within the domain of cardiology. 

1.4 Organization 

This paper is organized as materials and methodology 

as Section 2. The output graphs and simulation 

comparison studies are shown in Section 3. Finally, the 

concluding remarks and future scope are being made in 

Section 4. 

2 Materials and Methodology 

2.1 Overview  

This study is based on using machine learning 

techniques for predicting whether an individual will 

have an arrhythmia or not. The first step in the project is 

data pre-processing, which entails cleaning the 

information and getting it ready for machine learning by 

transforming categorical variables like gender and beat 

type into a format that is appropriate for algorithms. 

Arrhythmia is represented by the target variable, which 

is defined as 1 for positive cases and 0 for negative 

cases. Notably, the dataset is expected to have useful 

attributes for the prediction task, therefore the method 

does not entail explicit feature extraction. To further get 

insight into the dataset and comprehend feature 

interactions and data distributions, the algorithm makes 

use of data visualization techniques as correlation heat-

maps, pair plots, and histograms. These visualizations 

are essential for assisting with feature selection, 

comprehending data trends, and ultimately aiding with 

classifier evaluation.  

The evaluation of various machine learning classifiers 

forms the project’s core and these include Random 

Forest, Logistic Regression and Support Vector 

Machine. Each classifier is evaluated for its propensity 

to correctly identify arrhythmia after being trained on a 

subset of the data. For each model, classification reports 

and confusion matrices are generated, offering thorough 

insights into how well they performed. 

In conclusion, the project’s technique incorporates data 

pre- processing, a comparison of machine learning 

classifiers, and data visualization to create, assess, and 

fine-tune prediction models for arrhythmia 

identification. The project’s objectives are to determine 

the best classifier for this particular medical application 

as well as to offer insights into the features of the dataset 

and their role in the prediction process. The complete 

steps for the execution of the workflow has been 

depicted in Figure 2.  

2.2 Dataset Used 

The data set comprises of 10,646 patient ECGs, 

including 5,956 males and 4,690 females [21]. 17% of 

these individuals had a regular sinus rhythm, whereas 

83% had one or more abnormalities. The largest 

incidence was seen in the age categories 51–60, 61–70, 

and 71–80, which represented 19.82%, 24.38%, and 

16.9%, respectively. Table 2 provides a thorough 

breakdown of the baseline characteristics and rhythm 

frequency distribution of the recruited subjects. 4.88 

volts are required for each A/D bit, and the resolution of 

the A/D converter was 32 bits. The microvolt was the 

amplitude unit. The top and lower limits were 32,767 

and 32,768 respectively. Data Gathering: Data was 

gathered in four steps. Each individual first had a 12-

lead resting ECG test performed over the course of 10 

seconds. The GE MUSE ECG system was used to store 

the data. Each subject’s rhythm, as well as additional 

circumstances like PVC, a right bundle branch block 

(RBBB), a left bundle branch block (LBBB), and an 

atrial premature beat (APB), are labeled. Instead of only 

being applied to certain beats in the 10-second readout, 

these extra criteria were applied to the full sample. The 

MUSE ECG system also contained the final diagnosis. 

Third, ECG information and diagnostic data were 

exported from the GE MUSE system to XML files that 

were encoded with a specific name conversion specified 

by General Electric (GE). Finally, we created a 

conversion program to extract diagnostic data and ECG 

data from the XML file and convert them to CSV 

format. It is cited from Maarten J.B. van Ettinger’s 

efforts in doing so.  

(https://sourceforge.net/projects/ecgtoolkit-cs/). 

2.3 Pre-processing 

Data pre-processing is an important step in getting the 

dataset ready for machine learning modelling to 

determine if an individual will have an arrhythmia or 

not. Feature transformation and data cleansing are the 

main pre-processing stages. In order to make the 

“Gender” column appropriate for machine learning 

algorithms, the gender labels are first converted into 

binary values, where “MALE” is represented as 1
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and “FEMALE” as 0. Next, the “Beat” column, which 

was initially categorical, is subjected to one-hot 

encoding. With the help of this transformation, the 

model can successfully handle categorical data by 

creating binary columns for each distinct category. This 

step is crucial to ensuring that the classifier can 

understand these categories as it learns. 

The target feature, which denotes whether arrhythmia 

exists or not, is set to 1 in the instance of arrhythmia and 

0 in its absence. The goal variable for the prediction 

model is this binary result. Overall, these pre-processing 

processes get the data ready for the classification task 

and make sure it’s in a way that allows for comparisons 

of the three machine learning algorithms’ accuracy in 

predicting arrhythmia. 

2.4 Feature Used 

There was a feature file provided along with the 

dataset [21] having total 13 features. The features were 

Patient’s Age, Gender, Ventricular Rate, Atrial Rate, 

QRS Duration, QT Interval, QT Corrected, R Axis, T 

Axis, QRS Count, Q Onset, Q Offset and T Offset. All 

the 13 features had been used further for data 

visualization and model prediction. 

2.5 Data Visualization 

Instead of explicitly using feature extraction, the 

project concentrates on data pre-processing, including 

data cleaning, transformation, and encoding, as well as 

modeling and evaluating various classifiers. For this 

classification assignment, it is expected that the dataset 

has previously undergone preprocessing with the 

necessary features. However, the code uses a number of 

data visualization techniques, including the correlation 

heat-map, pair-plot, and histograms to obtain insight into 

the information and aid in the model evaluation process. 

a. Correlation Heat-map: Understanding the 

connections between the various elements in the 

dataset can be done with the help of the correlation 

heat-map [22]. It aids in determining how 

characteristics connect to one another and to the 

project’s goal variable (the presence or absence of 

arrhythmia). Strong correlations can show which 

features may be more useful for making predictions. 

The feature selection or additional analysis can be 

guided by this display. The correlation heat-map for 

the dataset used is illustrated in Figure 3. It 

illustrates the relationships between different 

features in the dataset, aiding in understanding how 

these features are interconnected and their 

relationship to the presence or absence of 

arrhythmia. Strong correlations highlighted in the 

heat map indicate which features are more 

influential in making predictions, guiding feature 

selection and further analysis. The figure is not an 

exact copy from the references but is generated 

based on the dataset used in the study. Prominent 

points in the heat map could include high 

correlation values (close to 1) indicating strong 

positive relationships, while values close to -1 

suggest strong negative correlations. Understanding 

these correlations can help in feature selection and 

model evaluation for arrhythmia detection.

Fig. 3 Correlation Heat Map of the dataset 
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b. Histograms: The histograms individually display 

how each feature is distributed in the dataset [23]. 

This is essential to comprehend the skewness, core 

tendencies and distribution of the data. Analysing 

the feature distributions in the context of arrhythmia 

prediction can offer information about the 

frequency of particular values or ranges in the data. 

Setting appropriate model parameters or 

comprehending the statistical features of the data 

can both benefit from this knowledge. Figure 4 is 

showing the histogram for the dataset used. 

Although these visualizations don’t immediately aid in 

feature extraction, they are essential for exploring and 

comprehending the data. As a result, it is simpler to 

understand the model results and improve the 

classification algorithms for arrhythmia prediction when 

they are used to assist uncover data patterns and 

linkages. 

2.6 Machine Learning Models 

1) Support Vector Machines (SVM): SVMs, or 

support vector machines, are strong models for 

applications involving regression and classification [24]. 

Support vectors are used to anchor the optimal 

hyperplane that maximizes the margin between distinct 

classes of data points. The decision function may be 

expressed mathematically as equation 1, for data that can 

be separated linearly. 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑥 + 𝑏)                                     (1) 

SVM seeks to maximize the margin, expressed as an 

optimisation problem, min by equation 2, while 

minimizing the classification error for each and every 

data point, subject to the restrictions in equation 4. 

𝑟𝑖 =  
|𝑤𝑇𝑥𝑖 + 𝑏|

|𝑤𝑇|
                                                     (2) 

min
1

2
|𝑤|2                                                           (3) 

𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1                                              (4) 

SVM employs the kernel approach to convert the input 

space into a higher-dimensional one for linear 

separability while dealing with nonlinear data. 

Polynomial and RBF kernels are popular options. SVMs 

provide a strong foundation for classification by utilizing 

the concept of margin maximization for efficient 

decision boundary determination. 

2) Logistic Regression (LR): Logistic Regression is a 

fundamental statistical technique for binary 

classification, estimating the likelihood of an input 

belonging to a particular category [25]. Despite its 

name, it primarily serves categorization tasks. It 

Fig. 4 Histogram of the dataset 
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establishes the relationship between one or more 

independent variables and the categorical dependent 

variable by fitting a logistic function to the observed 

data. The model identifies the optimal parameters that 

minimize the error between the predicted probability 

and the actual outcome using optimization techniques. 

It employs the maximum likelihood estimation 

approach to determine the best parameters. 

3) Random Forest (RF): An ensemble learning 

method called Random Forest creates a large number 

of decision trees during training and determines a class 

by either finding the class mode (classification) or 

averaging the predictions (regression). It increases 

robustness and efficiency by assembling the outputs of 

a forest of decision trees [26].  

Using random feature subsets at each node, the 

approach chooses the best splits and trains each tree on a 

random subset of the data. It aggregates the results from 

each individual tree during prediction. In terms of 

mathematics, it entails the creation of numerous decision 

trees, with the average (regression) or majority vote 

(classification) serving as the final forecast. 

Generalization is improved and overfitting is decreased 

when features and data sample selection are randomized. 

Given its ability to handle large datasets, high 

dimensionality, resilience against overfitting, and 

difficulty with classification problems, Random Forest is 

a popular machine learning approach. 

2.7 Model Evaluation 

In this study, classification reports and confusion 

matrices—two crucial tools—were used to assess the 

models. These evaluation measures offer insightful 

information about the effectiveness and precision of the 

machine learning classifiers. 

a. Classification Reports: A classification report 

provides a thorough analysis of a model’s 

performance in this area. Usually, it contains a 

variety of measures, including precision, recall, 

F1-score, and support. While recall (sensitivity) 

analyzes the proportion of true positive 

predictions among all real positive cases, 

precision measures the proportion of true 

positive forecasts across all positive predictions. 

The F1-score, which offers a fair evaluation of a 

model’s overall performance, is the harmonic 

mean of precision and recall. The number of 

instances of each class in the true labels is 

counted as the support metric. When working 

with imbalanced datasets, classification reports 

are essential since they give a more thorough 

knowledge of a model’s advantages and 

disadvantages. They aid in recognizing false 

positives and false negatives, which can be 

crucial in the field of medicine. 

b. Confusion Matrices: A model’s effectiveness in 

a binary classification challenge is tabulated and 

shown as a confusion matrix. It categorizes 

predictions into four groups: true positives 

(positive cases accurately predicted), true 

negatives (negative cases correctly predicted), 

false positives (positive cases mistakenly 

predicted), and false negatives (negative cases 

incorrectly predicted). Confusion matrices are 

crucial because they enable a detailed analysis of 

how a model behaves when differentiating 

between the two groups. They can assist in 

identifying potential error sources and if a model 

is more likely to produce false positives or false 

negatives. Knowing these faults is essential in a 

medical context like arrhythmia detection 

because it allows one to evaluate the model’s 

dependability and safety in practical 

applications. 

For a thorough evaluation of the model’s predictive 

power, it is crucial to incorporate both classification 

reports and confusion matrices. Particularly when 

working with sensitive medical data where false 

positives or false negatives might have serious 

repercussions, they provide insights beyond a mere 

accuracy score and aid in finding areas for development 

and fine-tuning. These evaluation criteria are useful tools 

for making sure the model works and is reliable in 

practical applications. 

2.8 Performance Evaluation Measures 

When evaluating classification results, several 

performance metrics are commonly used to assess the 

performance of a classification model. In the literature, 

four of the most frequently employed metrics include: 

1)   Accuracy: It calculates the ratio of correctly 

predicted instances to the total number of 

instances in the dataset. Accuracy provides a 

general measure of the model’s effectiveness. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
            (5) 

 

2) Precision: Precision, also known as positive 

predictive value, assesses the model’s ability to 

make accurate positive predictions. It calculates 

the ratio of true positive predictions to the total 

positive predictions made by the model. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                       (6) 

3) Recall (Sensitivity): It quantifies the model’s 

capability to identify all positive instances 

correctly. It calculates the ratio of true positive 
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predictions to the total actual positive instances 

in the dataset. Recall is important when it’s 

crucial to detect all positive cases. 

                   𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                     (7) 

4)  F1-Score: The F1-Score is the harmonic mean 

of precision and recall. It provides a balanced 

measure that considers both false positives and 

false negatives. The F1- Score is particularly 

useful when there is an imbalance between the 

classes in the dataset. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
    (8) 

These metrics are essential for evaluating the 

performance of a classification model and provide a 

comprehensive view of its accuracy, precision, recall, 

and overall effectiveness in making predictions. The 

choice of which metric to emphasize often depends on 

the specific goals and requirements of the classification 

task. 

3 Result 

Learning curves were used for the model evaluation to 

examine the effectiveness of the three classifiers: 

Random Forest, Support Vector Machine and Logistic 

Regression. They offer a graphic depiction of the 

model’s performance during training and cross-

validation in relation to the size of the training set. The 

Random Forest learning curve shows that both 

training and cross-validation scores stable at a high level 

as the training set size increases, demonstrating the 

model’s potent predictive power. Comparably, the 

learning curve for Logistic Regression shows rapid 

convergence, suggesting that this classifier functions 

effectively even with little data. The SVM learning 

curve, on the other hand, converges more slowly, 

indicating the need for additional data or model 

adjustment. Along with the learning curves, a table 

was also created that summarizes the recall, accuracy, 

precision, and F1-score metrics for Random Forest, 

SVM, and Logistic Regression to supplement our 

findings which is depicted in Table II. An extensive 

overview of each classifier’s performance on the 

specified dataset is provided by this table. Understanding 

the model’s predictive capacity, accuracy in categorizing 

arrhythmia, and capacity to distinguish between real 

positives and true negatives depends on these metrics. 

True positives and false negatives with arrhythmia are 

represented by “1” s, and false positives and false 

negatives with arrhythmia are represented by “0” s. 

 
Fig. 5 Learning Curve for SVM 

 
Fig. 6 Learning Curve for LR 

 
Fig. 7 Learning Curve for RF 

Table. 1 Prediction’s performance comparison 

Sl. 

No. 

Classifier Accuracy 
F1-Score Precision Recall 

0 1 0 1 0 1 

1. SVM 0.83 0.01 0.91 0.29 0.83 0.01 1 

2. LR 0.88 0.60 0.93 0.67 0.91 0.55 0.95 

3. RF 0.94 0.82 0.96 0.82 0.96 0.83 0.96 

 



Iranian Journal of Electrical & Electronic Engineering, Vol. 20, No. 02, June 2024     9 
 

These metrics are crucial for the comparison study 

of the model and hence, collectively help us to make 

informed decisions about the model’s performance. 

SVM and LR gave a close accuracy of 83% and 88% 

respectively while RF had a better and more 

dependable accuracy of 94%. And for a better 

visualization of the performance of the models, a proper 

illustration of accuracy is illustrated in Figure 5, 6 and 7. 

4 Conclusion 

In this research paper, the focus was on developing an 

automatic classification system that utilizes a 

comprehensive ECG database. The goal was to enhance 

the detection of arrhythmic classes without the need for 

feature extraction. We evaluated the performance of 

three supervised machine learning models: Support 

Vector Machine (SVM), Logistic Regression (LR), and 

Random Forest (RF). 

To assess the effectiveness of these models, the key 

performance metrics was measured, including accuracy, 

precision, recall, and the F1-score. The simulation 

results clearly indicated that the Random Forest (RF) 

model outperformed the other methods, demonstrating 

its significance as a predictive tool for detecting ECG 

arrhythmias. This outcome highlights the potential of RF 

as a valuable tool in the field of ECG arrhythmia 

prediction. 

For future scope, more features can be extracted and 

hybrid machine learning techniques can be implemented 

to enhance the performance indices. 
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